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Abstract

Depth from focus (DfF) is a method of estimating depth
of a scene by using the information acquired through the
change of the focus of a camera. Within the framework of
DfF, the focus measure (FM) forms the foundation on which
the accuracy of the output is determined. With the result
from the FM, the role of a DfF pipeline is to determine
and recalculate unreliable measurements while enhancing
those that are reliable. In this paper, we propose a new FM
that more accurately and robustly measures focus, which
we call the “ring difference filter” (RDF). FMs can usually
be categorized as confident local methods or noise robust
non-local methods. RDF’s unique ring-and-disk structure
allows it to have the advantageous sides of both local and
non-local FMs. We then describe an efficient pipeline that
utilizes the properties that the RDF brings. Our method is
able to reproduce results that are on par with or even better
than those of the state-of-the-art, while spending less time
in computation.

1. Introduction
As the computing horsepower of hand-held devices

grows, interests into the capture of depth information for
these electronics have been increasing. The accurate com-
putation of scene depth forms the base for a wide vari-
ety of highly sought-after applications, like synthetic fo-
cus, 3D parallax, and augmented or virtual reality (AR/VR).
In order to address these needs, many works of research
have pursued different approaches for acquiring a scene’s
depth, while minimizing the overhead involved in such
tasks. However, following the current interests in AR/VR
on mobile devices, we chose to focus on methods that may
be viable for that platform.

One method that achieves this is through the use of ac-
tive sensing devices. Numerous products, such as Google’s
Project Tango [1], Occpital’s Structure Sensor [5], or Mi-
crosoft’s Kinect [4], and research [20, 14] have utilized this
method for depth measurements. This approach revolves
around the projection of light with a known pattern to deter-

(a) Input focal stack (b) Close-ups

(c) Estimated depth (d) Stylization
Figure 1. Given a series of images for a scene with different focus
settings, or the focal stack (a), we estimate an accurate depth map
(c). Note the high noise levels and fine structures in the close-up
(b) of the focal stack. These results can then be used for image
processing applications, like stylization (d).

mine its deformation as it returns to the system. The depth
is then calculated with the assumption that the pattern’s de-
formation is dependent only on the structure of the scene.
However, such a system often requires expensive or special-
ized equipment to work, depends on the accuracy of its cal-
ibration, and fails outside of environments with controlled
lighting conditions. Another group of approaches for depth
acquisition is the use of light-field [31, 3, 41] or stereo sys-
tems [2, 6]. These setups utilize multiple cameras or com-
plex systems that simulate the capture of multiple cameras
to estimate depth by finding correspondences in the pixels
of images with a certain amount of baseline. Despite the
abundance of works that follow these types of procedures,
they are often heavily dependent on the accurate retrieval of
correspondences and are often burdensome to set up and/or
calibrate. Structure from small motion [49, 19, 15] is an-
other avenue that tries to obtain the depth information of a
scene. It consists of a single camera taking multiple images
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Figure 2. Comparison of different focus measures for depth from focus. (a) Input noisy focal stack (noise σ = 0.02). (b) Shape of focus
measures from top to bottom: Laplacian, naı̈ve, and RDF. (c) Focus measure response results of the three measures at the location marked
by the red dots and dashed line in (a). Note that the correct image index is shown by the vertical dashed orange line. (d) Toy example of
the difference between the naı̈ve approach and RDF. White boxes are patches that are similar to the POI and black are dissimilar.

from various locations to determine the location of corre-
sponding points within each image. The caveat with this
approach is that it cannot account for the focus changes that
auto-focus on a mobile phone inevitably presents.

These shortcomings, when it comes to the problem of
calculating the depth from a mobile phone camera, leads
us to examine depth from focus (DfF) as an alternative.
DfF takes in a focal stack, Fig.1(a), to output a depth map,
Fig.1(c), simply by using the focus change. In this paper,
we propose a new measure that more robustly and accu-
rately determines the focus within the DfF framework and a
pipeline through which the depth of a scene can be retrieved
efficiently. Our major contribution lies in the proposal of a
new focus measure (FM) that is more robust to noise than
previously benchmarked measures. We call the filter that
computes this measure the ring difference filter (RDF). To
demonstrate the robustness of our FM, we qualitatively and
quantitatively compare our results to that of the top-ranked
FMs examined in [30], using a synthetic light-field dataset.
To demonstrate our pipeline’s effectiveness, we evaluate the
proposed FM through a set of real-world evaluations and a
comparison with a state-of-the-art approach [39]. Some ap-
plications, like synthetic focus and stylization (Fig.1(d)), of
our work are shown.

2. Related Works

The focus measure (FM) is the measure of how in focus
a pixel is on a given image. The extent to which a pixel is
focused is described by the inner workings of the camera
lens setup modeled by the thin-lens model. For any given
point in the scene, the lens focuses the light on the focus
plane. The scene point is then presented as a focused pixel
on the image if the imaging sensor is located on the focus
plane during the capture. The FM determines how close the
focus plane and the imaging sensor are, and the depth can

be recovered by using this measurement.
A variety of FMs have been proposed and form the

foundation for a wide range of image processing and com-
puter vision tasks including, but not limited to, depth
from focus (DfF) [39], edge detection [23], and autofo-
cus [28]. We referred to [30] for the different groups of
FMs that are most commonly used. Gradient-based mea-
sures [7, 11, 9, 24, 13] leverage the values obtained from
the first derivative of the image with the assumption that
focused images contain sharper edges. With the same as-
sumption, Laplacian-based measures (LAP) [8, 40, 27] uti-
lize the second derivative of the image, instead. Wavelet-
based measures (WAV) [18, 45, 46] use the frequency and
spatial domain information provided by the discrete wavelet
transform of the image, while discrete cosine transform-
based measures [22, 36, 21] solely exploit the frequency
domain information provided by the discrete wavelet trans-
form of the image. Some employ statistical measures to
extrapolate the degree of focus. These measures are named
statistics-based measures [33, 38, 12, 48, 29]. Then, there
are the ones that do not belong to any of the other group,
which is miscellaneous measures [25, 16, 26, 37].

In this paper, we propose the use of a filter called the
“ring difference filter” (RDF) as the focus measure. The fil-
ter maintains high robustness and confidence by incorporat-
ing both local and non-local characteristics. This is done by
utilizing information in a relatively large window of neigh-
boring pixels and strategically placing a gap space to ignore
certain regions of the window.

3. Ring Difference Filter

We propose an FM that is both robust to noise and con-
fident in its measurement, which we call the ring difference
filter (RDF). The structure of RDF can be seen in the last
row of Fig.2(b). It is a unique combination consisting of



a ring and a disk. The disk, marked in red, focuses on the
pixel of interest (POI) and the ring, marked in blue, sur-
rounds the disk. For all FMs depicted in the figure, the red
regions are negative weights that add up to −1, while the
blue are positive and add up to 1. We call the pixels within
the disk area as the region of interest (ROI), those within
the ring as the ring pixels, and those between the disk and
the ring as the gap pixels. Formally, given that x0 is the
position of the POI,

RDF =


− 1
πr21

|x0 − x| ≤ r1
1

π(r23−r22)
r2 < |x0 − x| ≤ r3

0 otherwise

, (1)

where x is the pixel position, r1 is the ROI radius, and r2
and r3 are the inner and outer radii of the ring, respectively.
RDF measures the focus of the POI by finding the difference
between the average value of the ROI and the average value
of the ring pixels, while ignoring the gap pixels.

3.1. RDF Structure Rationale

In order to explain RDF as being a noise robust focus
measure, we must first examine the classic Laplacian filter,
illustrated in the first row of Fig.2(b). The filter tries to
estimate the discrete second derivative of the image at the
POI. This is achieved by comparing the value at the POI
to the 8 pixels around it. However, if the image were to
contain noise, like in Fig.2(a)1, the error due to this noise
would be greater than if more pixels are compared, like with
the other two filters in Fig.2(b). By sampling more pixels,
the effects of noise is distributed amongst a larger set of
sampled points, suppressing its effects.

However, naı̈vely increasing the sampled points to
within a given radius, like the second filter in Fig.2(b), is
not ideal. It can be safely assumed that pixels nearby the
POI contain similar values and those that are farther away
are more likely to be different. Similar pixel values from
nearby regions are redundant and only decreases the confi-
dence of the measurement since the gradient is maximized
when the pixel is in focus.

To counteract the noise within the image while maintain-
ing confidence, we propose a gap space as shown in the last
filter in Fig.2(b). The toy example in Fig.2(d) explains how
this is true. It stands to reason that when looking nearby
the POI, which is marked in red, those pixels will resem-
ble the POI. This is why over half the area for comparison
that the naı̈ve filter looks at, marked in green, consists of the
same information, even though the POI is at the edge. By
placing a gap and looking further away, almost 3/4 the area

1To simulate realistic camera noise, we applied a signal-dependent
Gaussian noise with a standard deviation of σ to the clean images as done
in [35] for all synthetic datasets in this paper. Unless mentioned otherwise,
noise is set to σ = 0.02.

Winner Margin (scale: ×10−3)
Noise level σ 0 0.005 0.01 0.02

Laplacian 0.137 0.002 -0.228 -0.212
Naive 0.227 0.424 0.552 0.674
RDF 0.321 0.483 0.584 0.697

Curvature (scale: ×10−5)
Noise level σ 0 0.005 0.01 0.02

Laplacian 0.881 -0.287 -2.354 -2.848
Naive 1.880 4.372 5.998 7.518
RDF 2.599 4.779 6.355 7.999

Table 1. Confidence measure of each focus measure.

that RDF looks at, marked in blue, consists of dissimilar
pixels, allowing RDF to more confidently determine edges
than the naı̈ve approach does. The confidence of RDF’s re-
sults and how it synergizes with refinement methods will be
dealt with in more detail in Sec.3.2.

These robust and confident characteristics are shown in
the filter response results of the mentioned filters. An exam-
ple of the filter response for the marked location of a noisy
input focal stack is shown in Fig.2(c). The focal stack con-
sists of 30 images of different focus and the location marked
in red (Fig.2(a)) is in focus at the 16th image. As shown in
the figure, the Laplacian and naı̈ve filter are unable to dis-
cern the true label due to their lack of robustness and con-
fidence, respectively. RDF, however, outputs a more robust
and confident output, shown by its correct prediction and
sharpness in its results, respectively.

3.2. RDF Confidence Analysis

In this section, we numerically verify the confidence of
RDF and the advantage it brings. We used the 7 light-field
datasets of resolution 768×768 or higher, provided by [43].
We quantized the depth map into 30 equally spaced depth
labels and generate a set of depth-dependently blurred im-
ages for each label. We then applied different levels of sig-
nal dependent Gaussian noise to simulate realistic camera
noise.

As a demonstration of the confidence of RDF, we em-
ployed a confidence measure (CM) proposed in [34]. The
CM, named Winner Margin (WM) is defined as follows:

WM =
c1 − c2m∑

l c(l)
, (2)

where c1 and c2m are the maximum response value and the
second local maximum response value of the FM, respec-
tively, l is the image index, and c(l) is the FM response at
image index l. To put it in simpler terms, the measure deter-
mines how much the global maximum peak “wins” against
the second maximum peak.

To show how high the confidence is when the FM is
correct against how low it is when incorrect, we subtract
the mean confidence of the incorrect pixels from the mean
confidence of the correct pixels. The results of this CM
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Figure 3. Depth difference histogram. (Top) Histogram of depth
label error by initial focus measure response. (Bottom) Histogram
of depth label error after using aggregation on the initial response.
The vertical lines denote the margin of correctness.

for different FM responses with datasets that have varying
noise levels, σ, are shown in Table.1. Each FM generates
30 responses for each of the 4276224 pixel locations of the
datasets. As one can see, RDF is able to maintain high con-
fidence for correct labels and low confidence for incorrect
labels, compared to other FMs.

Another measure that we use to determine confidence is
by looking at the curvature [10] (CUR) near the maximum
response value. The measure is defined as follows:

CUR = 2c(lmax)− c(lmax − 1)− c(lmax + 1), (3)

where lmax denotes the image index that outputs the maxi-
mum response. This CM essentially determines the degree
to which the global maximum is a peak (high confidence) or
a valley (low confidence). Like WM, we subtract the mean
confidence of the incorrect pixels from the mean confidence
of the correct pixels. As the results show in Table.1, RDF
outperforms the other FMs in its curvature, demonstrating
high confidence.

The high confidence of RDF synergizes well with the
cost aggregation step [42] that comes after the initial re-
sponse measurement as a refinement. Cost aggregation is a
cost volume refinement method that is widely used in stereo
matching [47, 32]. It works by propagating the weighted
response at one location to nearby locations. The weight is
determined by the color difference between the pixels. Cost
aggregation synergizes with FMs well as they are able to
propagate correct labels from the edges into homogeneous
regions. However, for the aggregated result to be optimal,
the confidence for correct labels must be high and vice versa
for incorrect labels.

In Fig.3, we compared the error of the estimations
against the ground truth. Before aggregation, the Lapla-
cian filter has the most number of estimations that show no
error. However, its measurements are not confident, which
we can see from the high number of other labels that are

(a) Laplacian (b) Naive (c) RDF
Figure 4. Depth estimation results. (Top) Depth map estimated by
initial focus measure response. (Bottom) Depth map results after
using tree aggregation on the initial response.

also estimated. The naive approach fares better, but it is un-
able to be as confident in its measurements as RDF is. The
impact of their confidence is shown after the FM responses
are aggregated. The Laplacian filter encounters a degrada-
tion in performance, while RDF shows a vast improvement
compared to the others.

An example of this phenomenon is shown in Fig.4, using
the tree-based cost aggregation proposed in [47]. As shown
in this figure, due to the high confidence for correct labels of
RDF, cost aggregation is able to more optimally propagate
the correct labels to homogeneous regions. The other FMs
are unable to do so to the degree that RDF does.

4. Proposed Pipeline
In this section, we describe the pipeline that utilizes our

proposed FM. The algorithm can be broken down into three
parts, the alignment in Sec.4.1, initial depth calculation in
Sec.4.2, and depth refinement in Sec.4.3.

4.1. Image Alignment

The purpose of this alignment step is to compensate for
the image appearance change due to the magnification from
the focus change and the slight translations from the user’s
hand shaking during capture. As the result of the alignment
process, the focal stack should resemble that from a static
and telecentric camera.

We opted for a global homography-based alignment
method to ensure that the original shapes of the bokeh in
the images are preserved and that the algorithm runs more
efficiently. We found that, on average, mobile phone cam-
eras take anywhere between half a second and a third of a
second to capture the span of its entire focus settings. The
amount of local parallax encountered within this time frame
under a typical capturing scenario is negligible and can be
ignored without noticeable performance issues, allowing us



(a) All-in-focus (b) Initial (c) Aggregated (d) MAD mask (e) Bokeh mask (f) Final depth
Figure 5. Estimated depth maps and masks at different step of our pipeline.

to choose homography as the core of our alignment method.
There are two additional policies that we employed to

maximize efficiency of the alignment. First, the alignment
is applied on the images after rescaling them to half the size.
The reduction in size helps suppress the extent of defocus
blur present in the images, meaning that the images being
aligned encounters less ambiguity. This allows the algo-
rithm to become more robust to blur ambiguities that lead to
misalignment while also reducing the computation needed
for the final alignment. The second way we maintain effi-
ciency is by initializing the frame that needs to be aligned
by warping it with the previous homography warp. This
is done with the assumption that the zoom and translation
in the focal stack are temporally continuous. Therefore, it
stands to reason that the image transformation of the image
should follow that of the previous one with a small addi-
tional warp. By initializing each successive alignment this
way, our method is able to avoid calculating the homogra-
phy between two vastly different images, leading to faster
convergence.

4.2. Initial Depth Acquisition

Once the focal stack has been properly aligned, the initial
depth of the scene can be obtained by using the filter out-
lined in Sec. 3. This is done by applying the filter to each
frame of the aligned focal stack to construct a cost volume,
namely,

C (x, y, l) = Îl(x, y) ∗RDF (x, y), (4)

where x and y denote the pixel location on the image, Î de-
notes the aligned image, l denotes the image index within
the focal stack, and ∗ denotes a 2D convolution. The initial
depth, Dinit, can be seen by executing the following opera-
tion:

Dinit (x, y) = argmax
l

C (x, y, l). (5)

However, as one can see from Fig.5(b), the number
of correctly labeled depth pixels are very sparse and the
amount of noise present in homogeneous regions are quite
high. To remedy this, we employ the cost aggregation

method proposed in [47] on the cost volume to reduce the
noise and propagate dominant focus measure responses in
the cost volume. The advantages resulting from this proce-
dure is twofold, as shown in Fig.5(a) and (c). The obvious
outcome of the two is the improved initial depth map. The
other is the improved rendering of the all-in-focus image.
The all-in-focus image can be obtained by stitching pixels
from the images corresponding to the labeled depth:

Ī (x, y) = Îd (x, y) , (6)

d = Da (x, y) , (7)

where Ī andDa denote the all-in-focus image and the depth
acquired from the aggregated cost volume, respectively.
This improved all-in-focus will be used in the next section.

4.3. Unreliable Depth Rejection and Recovery

Even with the cost aggregation, the resulting depth map
remains erroneous in many regions. However, a trend can
be found in the map. One is that the depth labeling at almost
all the edges present in the image are correct and dominant.
Another is that most of the erroneous labels are located in
regions where texture is lacking. Finally, the locations with
bokeh, the reflective regions with bright light that saturate
the imaging sensor, exhibit a rainbow-like halo (white box
in Fig.5(b)) that contaminates the depth results. These loca-
tions with unreliable outcomes must be resolved for an ac-
ceptable output. This can be done through the combined use
of two different binary masks that segment reliable points
and those that are not.

The first of these binary masks is obtained with a statis-
tical measure of the cost volume. The measure employed
is based on the Median of Absolute Deviation (MAD) [17],
a robust measure of statistical dispersion. Our implementa-
tion uses the median-normalized MAD to extract the corre-
sponding binary mask, defined as follows:

BMAD (x, y) =

{
1, CMAD > TMAD

0, otherwise
,where (8)



CMAD =
med
l
|Ca (x, y, l)−med

k
Ca (x, y, k)|

med
l
Ca (x, y, l)

, (9)

where BMAD, CMAD, and TMAD are the MAD-based bi-
nary mask, cost value, and threshold, respectively, and med
is the median operator. The binary mask that results from
this operation is shown in Fig.5(d). Since the focus measure
outputs a high response on an edge in focus and gradually
moves towards zero as it becomes out of focus, the statis-
tical dispersion should be high. In homogeneous regions,
however, the focus measurements should remain stable and
low, resulting in a low dispersion. As for noise, the focus
measure would show a sudden peak. Although the usual
dispersion measures, like variance, will count these noise
as statistically significant, MAD is able to reject these val-
ues by focusing on the median, rather than the mean. The
resulting binary mask acquired by the measure is one that
rejects depth from homogeneous or noisy regions and keeps
the edges, handling the first two trends that result in errors.

The second binary mask is obtained using the image in-
tensity changes to handle bokeh. Due to the nature of the
bokeh, the saturated regions’ boundaries are detected as
edges that constantly expand or contract. To detect and
locate these regions, the amount of intensity change that
occurs in that location must be measured as the algorithm
sweeps through the focal stack. The measure we propose is
the difference between the maximum and minimum gray-
level intensities, described by the following operation:

Bbokeh (x, y) =

{
1, ∆lGl (x, y) < Tbokeh

0, otherwise
,where (10)

∆lGl (x, y) = max
l
Gl (x, y)−min

l
Gl (x, y) (11)

where Bbokeh is the bokeh binary mask, Gl is the gray-level
image of the l-th frame in the focal stack, and Tbokeh is the
bokeh measure threshold. The dispersion of the intensity
may be a viable measure to detect bokeh, similar to what
was done for the other binary mask. However, the median of
the intensities is not suitable as it disregards a large portion
of the data as irrelevant. Since the level of noise encoun-
tered in the image intensities are relatively small compared
to that of a saturated pixel, measuring the degree of fluctua-
tion is actually more accurate. To this end, the binary mask
for bokeh is obtained as Fig.5(e).

Once the two masks are obtained, we reject the unreli-
able depth labels in the aggregated depth map, Da, through
an element-wise multiplication:

DB (x, y) = Da (x, y) · BMAD (x, y) · Bbokeh (x, y) , (12)

where DB is the depth map with unreliable labels rejected.
To reconstruct the depth in the empty spaces left by the

rejection procedure, we employ the tree-based propaga-
tion [47] again onDB, using the all-in-focus image, Īa, gen-
erated by the aggregated depth map as the algorithm’s guid-
ance. The resulting output is the final depth of this pipeline
(Fig.5(f)).

5. Experimental Results

In order to demonstrate the validity of RDF and our
pipeline, we conducted a set of experiments through dif-
ferent sets of synthetic and real-world datasets. To test our
proposed focus measure, we benchmarked our filter with
the top-ranked focus measures in [30] on some synthetic
light-field datasets, in Sec.5.1, and real-world datasets, in
Sec.5.2. In Sec.5.3, we qualitatively compared our results
from those shown in [39] on their dataset.

For our threshold values, we set BMAD = 0.1 and
Bbokeh = 0.15. The radius parameters are r1 = 1, r2 = 3,
and r3 = 5. On average, for a focal stack of 25 frames
with a resolution of 640×360, our algorithm takes 6.7s on
an Intel Core i7 3.60 GHz CPU. Of that time, alignment
takes 3.27s, bokeh and MAD takes 0.34s, RDF takes 0.38s,
aggregation takes 1.54s, and propagation takes 1.56s.

5.1. RDF Robustness Evaluation

In order to test our filter’s robustness quantitatively,
we tested our filter and the three top-ranked focus mea-
sures from [30] on the synthetic light-field dataset provided
by [43]. The focal stacks were generated using the same
setup as in Sec.3.2. By measuring the errors in the results,
we can see how noise robust each measure is.

The three FMs from [30] are the sum of wavelet coeffi-
cients (WAV) [46], modified Laplacian (LAP) [27], and the
eigenvalues-based focus measure (EIG) [44]. The results
of this test across datasets are shown in Table.2. We can
see that WAV and LAP both give acceptable results when
noise is not an issue, but as noise increases, these measures
degrade rapidly. The results of EIG shows an immunity to-
wards noise, as it stays relatively stable throughout, but the
accuracy of the results are lacking compared to the other
measures. The proposed method is able to acquire accurate
depth and is robust to noise. Visualizations of the datasets
will be in the supplementary materials.

The focus measurement times for LAP, WAV, EIG, and
RDF are 1.04s, 2.08s, 582.87s, and 0.38s, respectively.

5.2. Real-World Results

The results of the depth estimation using different focus
measures, including our own, are shown in Fig.6. One of
them, the first row of Fig.6, was shot outside while the wind
was blowing the flowers. Another, the middle row of Fig.6,
was shot indoors in a low-light environment. The last row
of Fig.6, was captured using 122 shots to demonstrate the



Root mean square error Bad pixel ratio (%)
σ =0 σ =0.005 σ =0 σ =0.005

WAV LAP EIG RDF WAV LAP EIG RDF WAV LAP EIG RDF WAV LAP EIG RDF
Buddha 2.796 2.328 3.075 1.039 3.774 3.174 3.200 1.057 17.17 14.68 22.57 10.17 29.31 23.18 22.79 10.55
Buddha2 1.779 1.384 2.409 1.029 1.979 1.719 2.438 1.083 11.31 10.05 16.35 8.19 12.19 10.83 16.42 8.47
Horses 1.020 0.907 1.287 0.535 1.201 1.202 1.421 0.548 9.87 9.45 14.74 5.02 10.36 10.13 14.83 5.16

Medieval 0.916 0.812 1.474 1.284 1.081 0.942 1.489 1.359 5.80 5.34 12.09 5.42 6.21 5.76 12.05 5.59
Mona 3.188 3.076 4.557 1.884 3.775 3.388 4.605 1.535 15.89 14.16 23.78 11.79 21.32 21.01 24.01 12.12

Papillon 4.264 3.926 5.813 2.202 5.997 5.408 5.935 2.309 10.39 9.13 19.69 4.91 23.29 21.88 20.10 5.38
StillLife 1.327 1.178 2.359 0.687 1.418 1.265 2.385 0.703 11.66 11.08 17.78 10.82 12.27 11.61 17.81 10.93
Average 2.184 1.944 2.996 1.237 2.746 2.442 3.067 1.228 11.72 10.55 18.14 8.04 16.42 14.91 18.28 8.31

σ =0.01 σ =0.02 σ =0.01 σ =0.02
WAV LAP EIG RDF WAV LAP EIG RDF WAV LAP EIG RDF WAV LAP EIG RDF

Buddha 6.484 5.375 3.258 1.104 7.932 7.660 3.394 1.263 57.33 49.46 23.84 11.78 72.24 73.43 26.60 16.58
Buddha2 2.349 1.979 2.462 1.209 4.890 4.458 2.515 1.560 15.42 14.15 16.54 9.02 44.26 41.72 17.75 11.02
Horses 1.598 1.760 1.539 0.572 4.168 5.055 1.707 0.639 13.46 14.29 15.07 5.63 29.59 31.75 16.53 7.19

Medieval 1.301 1.189 1.489 1.439 2.199 2.543 1.516 1.561 7.25 7.08 12.21 5.95 16.92 19.64 12.75 7.22
Mona 5.097 4.782 4.676 1.520 8.052 8.105 4.826 1.987 40.49 40.77 24.65 13.15 76.06 78.42 30.03 18.79

Papillon 8.137 7.905 5.938 2.584 9.493 9.558 6.333 3.342 51.88 53.59 22.23 7.02 73.59 78.06 38.35 24.37
StillLife 1.621 1.492 2.380 0.716 3.105 3.094 2.431 0.809 14.08 14.11 17.93 11.18 24.09 26.28 18.71 12.30
Average 3.798 3.497 3.106 1.306 5.691 5.782 3.246 1.594 28.56 27.64 18.92 9.10 48.11 49.90 22.96 13.92

Table 2. Quantitative evaluations. The root mean square error and the percentage of pixels labeled incorrectly in each light-field dataset
using each focus measure with different noise levels. (red = best, green = second best)

(a) All-in-focus (b) WAV (c) LAP (d) EIG (e) RDF
Figure 6. Depth map comparison on real-world datasets. First two rows were captured on an LG V10 smartphone and the last row was
taken using a Canon 60D DSLR camera.

depth resolution of our proposed method in low-light condi-
tions. These results show that the alignment using homog-
raphy is enough to handle the kinds of motion generated
by the waving branches, that the RDF is able to find edges
within a low-light setting, and that RDF can differentiate
even the shallowest of depths.

The artifacts present in the first set is most likely due to
the response asymmetry of the responses for different fil-
ters. What this means is that the edge values are skewed
for certain colors and, therefore, over-weigh other edge re-
sponses. In these cases, the response from one edge will
overwrite the response from another because of the mea-
sure’s sensitivity towards signals that are other than edges.

The noisiness of the second and third sets is most likely due
to the noise generated by the gain of the camera. In low
light situations, the camera automatically increases the gain
to become more sensitive to light, which also makes it sen-
sitive to noise. This noise can be mitigated for RDF, which
is why the results for the specific filter looks more refined.

5.3. Comparison with the State-of-the-Art

To demonstrate the practicality of our method, we com-
pare our results to the state-of-the-art smartphone-based
DfF [39]. As shown in Fig.7, our method shows finer details
in the first row, due to the use of a confident focus measure
in conjunction with an image-based propagation method.



(a) All-in-focus (b) Suwajanakorn et al. (c) Ours
Figure 7. Comparison between the results of our proposed method
and that of Suwajanakorn et al. [39]. The results for the cited work
is directly copied from their paper.

Also, our mask-based rejection method handles bokeh, in
the second row of Fig.7, without a problem. We note that
the computation time for the state-of-the-art is considerably
larger, at 20 minutes with the same setup with only 25 im-
ages, as opposed to our 6.7s.

Suwajanakorn et al. [39] explain that the optical flow
used in their method to align the images take around 8 min-
utes, as opposed to the homography align that we use, which
only takes 8s. Another major bottleneck for their method
is the refinement of the depth map, which takes around 3
minutes, while we utilize refinement methods that are well-
known in the stereo matching community. These bottle-
necks could have been avoided if the initial depth that they
acquired were closer to the ground truth. Our refinement al-
lows the results from the proposed pipeline to be used as a
initial point that starts closer to the solution, for the convex
optimization that [39] proposes for metric calibration.

5.4. Depth-Aware Image Processing Applications

An accurate depth map can be used for various consumer
applications. Digital refocusing and image stylization are
two such examples.

Digital refocusing is one of the most popular depth-
aware image processing technique in which the in-focus re-
gion of the photo is changed and the defocus blur is en-
hanced [2, 6]. An accurate depth map is essential in creat-

(a) All-in-focus (b) Refocusing (c) Stylization
Figure 8. Digital refocusing and stylization examples.

ing a realistic blur to apply on the photo. In Fig.8(b), we
synthetically blur the all-in-focus image to simulate a photo
with a shallow depth of field.

Image stylization is another popular application in which
the look of the image is changed. Using an accurate depth
map, the pixels within a depth range can be modified to
generate an aesthetically pleasing photo, like in Fig.8(c).
These application examples show that our depth maps are
sufficient to work well even under low-light conditions.

6. Conclusion
This paper proposes a new focus measure that more ro-

bustly and accurately measures the degree of focus. The key
concept behind the measure is that by inserting a gap and
looking at pixels that are farther away from the POI, the fil-
ter can encounter more of the informative pixel values. The
pipeline that can be used as a result of such an improved
measure is more computationally efficient and sufficient to
give results better than that of the state-of-the-art.

However, there are some limitations to this method. The
aggregation and propagation methods all depend on color
dissimilarity for differing depth. This is not absolutely true
in the real-world and there are corner cases in which this
fails. Handling these corner cases effectively and efficiently
will be part of our future research avenues.

Another direction for further research may be the han-
dling of the quantization effect. Since DfF works by sam-
pling discrete focus settings to acquire the focal stack, the
output depth is inevitably quantized. Further research may
be done to leverage other photometric cues, like shading or
semantic information.
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